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2Science at the LHC
Goal: We want to study the structure of the 

smallest building blocks of matter.  For this, we 
need the most powerful microscope ever built! 
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*For the sake of concreteness, I’ll often stick with ATLAS 
as an example, but the topics apply more broadly
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O(100) pp collisions 

3Data pipeline at the LHC
25 ns data / simulation

(sub-)nuclear physics10-19-10-15 s
~ms

detector response (signal formation + digitization)

out-going particles interact with detector

hardware-based trigger decision

software-based trigger decision

event reconstruction

event processing (skim, thin, augment)

final data analysis

0.01-20 ns
~min

1-100 ns

~100 ms

200 ms

~100 ms

~months (uses millions of events)

2.5 μs
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Our microscope and camera: A Toroidal LHC Apparatus

22- -

Collider-based HEP detectors are like onions

Biggest challenge for data volume is innermost layer



Our microscope and camera: A Toroidal LHC Apparatus

22- -

Collider-based HEP detectors are like onions
leeks

Biggest challenge for data volume is innermost layer
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The future: Higher bandwidth, hit rate, radiation damage 7

GHz/cm2

Gbps/cm2

1 Grad (TID) and 1016 neq/cm2 (NIEL)

~0.1%/pixel/BC 
~streaming live audio from each pixel
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8

Generation Run 1
(FEI3, PSI46)

Runs 2+3
(FEI4, PSI46DIG) Runs 4+5

Chip Size 7.5 x 10.5 mm2

8 x 10 mm2
20 x 20 mm2

8 x 10 mm2 > 20 x 20 mm2

Transistors 3.5 M
1.3 M 87 M ~1 G

Hit Rate 100 MHz/cm2 400 MHz/cm2 ~2 GHz/cm2

Hit Memory / Chip 0.1 Mb 1 Mb ~16 Mb

Trigger Rate 100 kHz 100 kHz 200 kHz - 1MHz

Trigger Latency 2.5 µs
3.2 µs

2.5 µs
3.2 µs

6 - 20 µs

Readout rate 40 Mb/s 320 Mb/s 1-4 Gb/s

Radiation 100 Mrad 200 Mrad 1 Grad

Technology 250 nm 130 nm
250 nm 65 nm

Power ~1/4 W/cm2 ~1/4 W/cm2 1/2 - 1 W/cm2

Challenge of the LHC upgrade (~2025; HL-LHC)
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9

Generation Run 1
(FEI3, PSI46)

Runs 2+3
(FEI4, PSI46DIG) Runs 4+5

Chip Size 7.5 x 10.5 mm2

8 x 10 mm2
20 x 20 mm2

8 x 10 mm2 > 20 x 20 mm2

Transistors 3.5 M
1.3 M 87 M ~1 G

Hit Rate 100 MHz/cm2 400 MHz/cm2 ~2 GHz/cm2

Hit Memory / Chip 0.1 Mb 1 Mb ~16 Mb

Trigger Rate 100 kHz 100 kHz 200 kHz - 1MHz

Trigger Latency 2.5 µs
3.2 µs

2.5 µs
3.2 µs

6 - 20 µs

Readout rate 40 Mb/s 320 Mb/s 1-4 Gb/s

Radiation 100 Mrad 200 Mrad 1 Grad

Technology 250 nm 130 nm
250 nm 65 nm

Power ~1/4 W/cm2 ~1/4 W/cm2 1/2 - 1 W/cm2

e.g. the camera in your phone on 

steroids, next to a nuclear reactor

(unfortunately, Apple doesn’t make one of these)

Challenge of the LHC upgrade (~2025; HL-LHC)
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10The big LHC experiments are combing forces

A significant component of the design and 
testing is happening right here at Berkeley!

20 mm ; 400 pixels
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50 x 50 µm2 pixels

RD53 co-spokesperson 
Maurice Garcia-Sciveres + 
many others at Berkeley
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Logo: Large

11Real time decision making: what to readout?

Readout regions N x M pixel regions; helps to 
recover small charge hits.  What is optimal?
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This is just one of 
many choices we are 

currently studying!

50 x 50 x 150 μm3
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ToT = 2
Time

Real time decision making: how to read it out?

time over threshold
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Figure 7. The cluster residual in the local x direction for clusters with a width of three (left) or four pix-
els (right) in the x–direction reconstructed with the CCA clustering algorithm (dashed line) and the NN
clustering algorithm (solid line).

on the local charged–particle density, Lorentz drift and the incident angles of the traversing parti-
cles; effects from charge collection and channel cross-talk are negligible. Clusters in the barrel and
endcap are thus treated similarly, but with the detector region given as input to the NN, so cluster
classification is performed based on cluster sizes.

Figure 8 compares the root mean square (RMS) of the measurement residuals for the CCA
clustering and the NN clustering algorithm in data and simulation in the transverse and longi-
tudinal direction in the different cluster categories. The majority of three– and four–pixel wide
clusters in the transverse direction are due to close–by particles and d–rays. In the longitudinal
direction, clusters of this size are geometrically possible due to the shallower incidence angle. The
improvement shown in figure 8(left) can thus be mostly attributed to actual cluster splitting, which
includes splitting components from d -rays, while in figure 8(right) a sizeable contribution of the
improvement is caused by the non–linear charge interpolation of the NN clustering algorithm. Dis-
crepancies between data and Monte Carlo simulation can arise from imperfections of the detector
such as module misalignment or deformations that are not present in the simulated model of the
detector geometry, as well as from limitations in the detector simulation and digitisation model
that include several complex components as described in section 3.2. Discrepancies are seen in
figure 8 for the longitudinal direction. This is most likely due to limitations in the modelling of the
longitudinal charge sharing. Nonetheless, the relative improvement obtained by the NN clustering
algorithm compared to the CCA clustering algorithm is largely consistent between data and Monte
Carlo simulations.

The improvement coming from the non–linear charge interpolation and d–ray handling in the
NN clustering can be checked on isolated tracks as there are no other close–by particles from the
beam collision. Pairs of oppositely charged combined muons with pT > 25 GeV, which produce a
Z boson candidate with a mass mµµ > 50 GeV were selected. A combined muon is a muon recon-
structed using information from both the inner detector and the muon spectrometer. The impact
parameter resolution with respect to the primary vertex in data is shown in figure 9. Only the inner
detector component of the combined track is taken to extract the impact parameter distribution, and
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13Optimization studies: Use of charge

Offline, the ToT is used for many 
purposes; however if not saved 

properly, performance may suffer!

Currently, ATLAS uses 4/8 
bit ToT with a linear charge 

to ToT conversion.

Particle identification
Position estimation
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Figure 7. The cluster residual in the local x direction for clusters with a width of three (left) or four pix-
els (right) in the x–direction reconstructed with the CCA clustering algorithm (dashed line) and the NN
clustering algorithm (solid line).

on the local charged–particle density, Lorentz drift and the incident angles of the traversing parti-
cles; effects from charge collection and channel cross-talk are negligible. Clusters in the barrel and
endcap are thus treated similarly, but with the detector region given as input to the NN, so cluster
classification is performed based on cluster sizes.

Figure 8 compares the root mean square (RMS) of the measurement residuals for the CCA
clustering and the NN clustering algorithm in data and simulation in the transverse and longi-
tudinal direction in the different cluster categories. The majority of three– and four–pixel wide
clusters in the transverse direction are due to close–by particles and d–rays. In the longitudinal
direction, clusters of this size are geometrically possible due to the shallower incidence angle. The
improvement shown in figure 8(left) can thus be mostly attributed to actual cluster splitting, which
includes splitting components from d -rays, while in figure 8(right) a sizeable contribution of the
improvement is caused by the non–linear charge interpolation of the NN clustering algorithm. Dis-
crepancies between data and Monte Carlo simulation can arise from imperfections of the detector
such as module misalignment or deformations that are not present in the simulated model of the
detector geometry, as well as from limitations in the detector simulation and digitisation model
that include several complex components as described in section 3.2. Discrepancies are seen in
figure 8 for the longitudinal direction. This is most likely due to limitations in the modelling of the
longitudinal charge sharing. Nonetheless, the relative improvement obtained by the NN clustering
algorithm compared to the CCA clustering algorithm is largely consistent between data and Monte
Carlo simulations.

The improvement coming from the non–linear charge interpolation and d–ray handling in the
NN clustering can be checked on isolated tracks as there are no other close–by particles from the
beam collision. Pairs of oppositely charged combined muons with pT > 25 GeV, which produce a
Z boson candidate with a mass mµµ > 50 GeV were selected. A combined muon is a muon recon-
structed using information from both the inner detector and the muon spectrometer. The impact
parameter resolution with respect to the primary vertex in data is shown in figure 9. Only the inner
detector component of the combined track is taken to extract the impact parameter distribution, and

– 14 –

JI
N

ST
 9

 (2
01

4)
 P

09
00

9

AT
L-

PH
YS

-P
U

B-
20

16
-0

07

Resolution

q p [MeV]
-2500 -2000 -1500 -1000 -500 0 500 1000 1500 2000 2500

]2
 c

m
-1

dE
/d

x 
 [M

eV
 g

0

1

2

3

4

5

6

7

8

9

1

10

210

310

410

p
+π

+K
p

-π
-K

ATLAS Preliminary
 = 13 TeVsData 

AT
LA

S-
PI

X-
20

15
-0

02

Particle Identification (PID)

CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

How have we used charge? 6

linear ToT 
interpolation

non-linear ToT 
interpolation

Less path length = less charge; 
can be used to improve residual

Sensitive to heavy long lived 
particles beyond the SM

Split merged clusters 
using charge distribution

C
la

ss
ifi

ca
tio

n

CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

14

CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

14Optimization studies: Use of charge

Offline, the ToT is used for many 
purposes; however if not saved 

properly, performance may suffer!

Currently, ATLAS uses 4/8 
bit ToT with a linear charge 

to ToT conversion.

Particle identification
Position estimation

Pa
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ity
Question: what is the “best” way 

to store/utilize charge?
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1-100 ns

O(100) pp collisions 

16Data pipeline at the LHC
25 ns data / simulation

(sub-)nuclear physics10-19-10-15 s
~ms

detector response (signal formation + digitization)

out-going particles interact with detector

hardware-based trigger decision

software-based trigger decision

event reconstruction

event processing (skim, thin, augment)

final data analysis

0.01-20 ns
~min

~100 ms

200 ms

~100 ms

~months (uses millions of events)

2.5 μs

v b

v b

v b



Cross-section is dominated by final states with 
no electrons, no muons, and no neutrinos



Recorded events are dominated by final 
states with electrons, muons, neutrinos

HLT = software trigger (L1 = hardware trigger)

=Large pre-scales!



If your favorite process cannot be triggered on, then it will 
not be recorded and there is no way to analyze it.

usual paradigm

new paradigms

“If your favorite process cannot be triggered on inclusively, look 
for associated production with an object you can trigger.”

-I.S. Radiation, 2015

“If your favorite process cannot be triggered on at HLT, make 
your analysis faster and simpler and do it after L1.”

-T.L. Analysis, 2012
(see Caterina’s talk)



If your favorite process cannot be triggered on, then it will 
not be recorded and there is no way to analyze it.

usual paradigm

new paradigms

“If your favorite process cannot be triggered on inclusively, 
look for associated production with an object you can trigger.”

-I.S. Radiation, 2015

“If your favorite process cannot be triggered on at HLT, make 
your analysis faster and simpler and do it after L1.”

-T.L. Analysis, 2012

Caveat: large effective prescale from the low 

cross-section from the associated production

Caveat: limited by the L1 rate (usually harsher than HLT)
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Logo: Large

New paradigm: look to the pileup (extra pp interactions) 21

trigger on pink

your favorite 
process could 

be in any of 
these ones
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Logo: Large

How many events? 22

L(ZBT) = h
H ⇥

R
Ldt

40 MHz

L1 (TLA) or HLT (offline) rate

BPN and F. Rubbo, arXiv:1608.06299

“Zero bias 
trigger” data

Triggered 
data amount

# pp interactions L1 Rate HLT Rate ZBT ZBT @HLT

20 100 kHz 100 Hz 4 x 105 400

80 (~now) 100 kHz 1 kHz 4 x 104 400

200 400 kHz 10 kHz 4 x 103 100
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Logo: Large

How many events? 23

# pp interactions L1 Rate HLT Rate ZBT ZBT @HLT

20 100 kHz 100 Hz 4 x 105 400

80 (~now) 100 kHz 1 kHz 4 x 104 400

200 400 kHz 10 kHz 4 x 103 100

L(ZBT) = h
H ⇥

R
Ldt

40 MHz

L1 (TLA) or HLT (offline) rate

“Zero bias 
trigger” data

Triggered 
data amount

If you run a zero-background search and 
can’t beat a trigger efficiency of ~0.02%, 

then you should be using the ZBT!

…and if you can do TLA, that number 
goes up to ~1%!
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Logo: Large

How does the ZBT compare to the other paradigms? 24
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Logo: Large

Upshot for the zero bias trigger 25

There is a huge dataset that we are currently ignoring.  

New physics may be hiding in these data 
and we are collecting them anyway

Most powerful when combined with trigger-
level analysis (so need to design ASAP!)

Takeaway message: the 
baseline is the ZBT >> 0!

Think creatively about new possibilities…
the sky, and not the trigger, is the limit!

(also, remember ZBT offline has ~infinite time for processing)



1-100 ns

O(100) pp collisions 

26Data pipeline at the LHC
25 ns data / simulation

(sub-)nuclear physics10-19-10-15 s
~ms

detector response (signal formation + digitization)

out-going particles interact with detector

hardware-based trigger decision

software-based trigger decision

event reconstruction

event processing (skim, thin, augment)

final data analysis

0.01-20 ns
~min

~100 ms

200 ms

~100 ms

~months (uses millions of events)

2.5 μs

v b

v b

v b



akin to image de-noising 
… we can use ML for that!

The extra pileup collisions add unwanted 
soft radiation on top of the event

This degrades trigger and 
offline performance



Pileup mitigation with machine learning

⌘
�

b
ea
m

Leading vertex charged

Pileup charged

Total neutral

Leading vertex neutral
Inputs to NN | {z }

10 filters ⇥2

Figure 1: An illustration of the convolutional neural net architecture. The input is a three-

channel image: blue represents charged radiation from the leading vertex, green is charged

pileup radiation and red is the total neutral radiation. The resolution of the charged images is

higher than for the neutral one. These images are fed into a convolutional layer with several

filters whose value at each pixel is a function of a patch around that pixel location in the

input images. The output is an image combining the pixels of each filter to one output pixel.

– 5 –

…also a natural 
application of 

convolutional NNs!

Strange noise 
because we can 

measure ~2/3 of it 
(charged pileup)



“Pileup Mitigation with 
Machine Learning”

Corrected Object Mass / True Object Mass

P. Komiske, E. Metodiev, BPN, and M. Schwartz, JHEP 12 (2017) 051

Pileup mitigation with machine learning



“Pileup Mitigation 
with Machine 

Learning”

P. Komiske, E. Metodiev, BPN, and M. Schwartz, JHEP 12 (2017) 051

C
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# pp collisions (NPU)



1-100 ns

O(100) pp collisions 

31Data pipeline at the LHC
25 ns data / simulation

(sub-)nuclear physics10-19-10-15 s
~ms

detector response (signal formation + digitization)

out-going particles interact with detector

hardware-based trigger decision

software-based trigger decision

event reconstruction

event processing (skim, thin, augment)

final data analysis

0.01-20 ns
~min

~100 ms

200 ms

~100 ms

~months (uses millions of events)

2.5 μs

v b

v b

v b v 
b



1-100 ns

O(100) pp collisions 

32Data pipeline at the LHC
25 ns data / simulation

(sub-)nuclear physics10-19-10-15 s
~ms

detector response (signal formation + digitization)

out-going particles interact with detector

hardware-based trigger decision

software-based trigger decision

event reconstruction

event processing (skim, thin, augment)

final data analysis

0.01-20 ns
~min

~100 ms

200 ms

~100 ms

~months (uses millions of events)

2.5 μs

v b

v b

v b v 
b

Not needed for “real time” decisions, but we 

need real time speed to make this work
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Logo: Large

33Simulation at the LHC

Image inspired by 
JHEP 02 (2009) 007

Spanning 10-20 m up to 1 m 
can take O(min/event)

Not to scale!
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Logo: Large

34Simulation at the LHC

This is only possible because of 
factorization (Markov Property): given the 

physics at one energy (~1/length) scale, the 
physics at the next one is independent of 

what came before.

Spanning 10-20 m up to 1 m 
can take O(min/event)
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Logo: Large

Part I: “Hard-scatter”
L =� 1

4
Fµ⌫F

µ⌫ (1)

+ i ̄ /D (2)

+  iyij j�+ h.c. (3)

+ |Dµ�|2 � V (�) (4)

+ ??? (5)

35

We begin with 
equations of motion

Many tools exist for automating 
this highest energy step

For many cases, this is 
slow but not limiting (yet)

************************************************************ 
*                                                          * 
*                     W E L C O M E to                     * 
*              M A D G R A P H 5 _ a M C @ N L O           * 
*                                                          * 
*                                                          * 
*                 *                       *                * 
*                   *        * *        *                  * 
*                     * * * * 5 * * * *                    * 
*                   *        * *        *                  * 
*                 *                       *                * 
*                                                          * 
************************************************************

See this paper for 
adapting a ME to HPC

See this paper for ME 
integration with GNNs
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Logo: Large

36

Makes heavy use of MCMC

Not a limiting factor in 
terms of computing time.

Part II: Quarks → protons (+ friends)
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Logo: Large

State-of-the-art for material 
interactions is Geant4.

Includes electromagnetic and 
hadronic physics with a variety of 

lists for increasing/decreasing 
accuracy (at the cost of time)

This accounts for O(1) fraction 
of all HEP competing resources! 

Part III: Material Interactions
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Logo: Large

40 MHz clock

Pr
ea

m
pl

ifi
er

 o
ut

pu
t

Time

MI
P

de
po

si
te

d 
ch

ar
ge

Fr
eq

ue
nc

y

Energy Loss dE/dx

Efficiency Resolution Classification/PID
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40 MHz clock

Pr
ea

m
pl

ifi
er

 o
ut

pu
t

analog 
threshold

ToT = 2
Time

It is important to mention that after 
Geant4, each experiment has 
custom code for digitization

this can also be slow; but is usually 
faster than Geant4 and reconstruction 

Part IV: Digitization
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Logo: Large
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It is important to mention that after 
Geant4, each experiment has 
custom code for digitization

this can also be slow; but is usually 
faster than G4 and reconstruction 

Part IV: Digitization

N.B. calorimeter energy deposits 
factorize (sum of the deposits is 

the deposit of the sum) but 
digitization (w/ noise) does not!

calorimeter energy depositscalorimeter energy deposits

digitization



40

To start: attack the most important part: 
Calorimeter Simulation 

Goal: replace (or augment) simulation steps 
with a faster, powerful generator based on 

state-of-the-art machine learning techniques  
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1011 Theory
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s = 7 TeV

Data 4.5 − 4.9 fb−1

LHC pp
√

s = 8 TeV

Data 20.3 fb−1

LHC pp
√

s = 13 TeV

Data 0.08 − 36.1 fb−1

Standard Model Production Cross Section Measurements Status: July 2017

ATLAS Preliminary

Run 1,2
√
s = 7, 8, 13 TeV

~3 billion events at the HL-LHC

Why should you care?  
Many analyses are forced to use a Geant4-based 
simulation as current fast sim. is not good enough.
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Data 4.5 − 4.9 fb−1
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√
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Data 0.08 − 36.1 fb−1

Standard Model Production Cross Section Measurements Status: July 2017

ATLAS Preliminary

Run 1,2
√
s = 7, 8, 13 TeV

~3 billion events at the HL-LHC

Why should you care?  
Many analyses are forced to use a Geant4-based 
simulation as current fast sim. is not good enough.

If we don’t do something, the HL-LHC 
won’t be possible.  If we do something 
now, we can save O($10 million/year).
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Training NN’s is slow, 
but evaluation is fast

Physics-based 
simulations are slow

What if we can learn to 
simulate calorimeter 
showers with a NN?

�43How can ML help?



Generative Adversarial Networks (GAN):  
A two-network game where one maps noise to images 
and one classifies images as fake or real.

{real,fake}

G
D

D

GAN

noise

When D is maximally 
confused, G will be 
a good generator Physics-based 

simulator
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What about multiple layers with 
non-uniform granularity and a 

causal relationship?

M. Paganini, L. de Oliveira, 
BPN, PRL 120 (2018) 042003

�45+ More Layers for Generation



One image 
per calo layer

One network per particle type; 
input particle energy

ReLU to 
encourage sparsity

use layer i as 
input to layer i+1

M. Paganini, et al., PRL 120 (2018) 042003

�46Generator Network



Geant4

CaloGAN

M. Paganini, et al., PRL 120 (2018) 042003

�47Average Images



In fact, one could add 
this into the training; 
for now held out for 

validation.

Qualitative agreement; 
clearly also room for 

improvement.

�48Shower shapes

9

Depth-weighted total energy ld

FIG. 12: Comparison of shower shape variables, introduced in Table IV, and other variables of interest, such as the
sparsity level per layer, for the Geant4 and CaloGAN datasets for e+, � and ⇡+.

Energy in first layer [GeV]

M. Paganini, et al., PRL 120 (2018) 042003



Generation Method Hardware Batch Size milliseconds/shower
GEANT4 CPU N/A 1772

1 13.1
10 5.11
128 2.19

CPU

1024 2.03
1 14.5
4 3.68
128 0.021
512 0.014

CALOGAN

GPU

1024 0.012

Table 2: Total expected time (in milliseconds) required to generate a single shower under
various algorithm-hardware combinations.

21

�49Timing

M. Paganini, L. de Oliveira, 
BPN, PRL 120 (2018) 042003
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Conclusions and outlook

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

There are many exciting 
opportunities and ideas for 

fully exploiting our data
we must make sure no 
stone is left unturned !

The LHC is a unique science tool 
with extreme challenges related 
to the data rate: real time / ultra 

fast algorithms are required.
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52Discriminator Network for CaloGAN
help avoid 

‘mode collapse’

M. Paganini, et al., PRL 120 (2018) 042003



53“Overtraining”

no mode 
collapse

not 
memorizing

A key challenge for GANs is the diversity of generated images. 
This does not seem to be a problem for CaloGAN.

�53“Overtraining”
M. Paganini, et al., PRL 120 (2018) 042003


