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and F (Fig. 4b, c). Although correlations are strongest within TADs,
there is some correlation between TADs showing the same trend, such
as TADs D and F, which are both downregulated during differenti-
ation. Only TAD E, which contains Xist and all of its known positive

regulators Jpx, Ftx, Xpr/Xpct and Rnf125 (Jpx, Ftx, Xpct and Rnf12 are
also known as Enox, B230206F22Rik, Slc16a2 and Rlim, respectively) is
anti-correlated with most other genes in the 4.5 Mb region, being
upregulated during differentiation (Supplementary Fig. 7). The fact
that these coordinately upregulated loci are located in the same TAD
suggests that they are integrated into a similar cis-regulatory network,
potentially sharing common cis-regulatory elements. We therefore
predict that TAD E (,550 kb) represents the minimum 59 regulatory
region required for accurate Xist expression, explaining why even the
largest transgenes tested so far (covering 150 kb 59 to Xist, Fig. 5a)
cannot recapitulate normal Xist expression7.

The respective promoters of Xist and Tsix lie in two neighbouring
TADs with transcription crossing the intervening boundary (Fig. 2b),
consistent with previous 3C experiments22. Whereas the Xist promoter
and its positive regulators are located in TAD E, the promoter of its
antisense repressor, Tsix, lies in TAD D, which extends up to Ppnx
(also known as 4930519F16Rik)/Nap1l2, more than 200 kb away
(Fig. 2b). Thus, in addition to the Xite enhancer, more distant elements
within TAD D may participate in Tsix regulation. To test this we used
two different single-copy transgenic mouse lines, Tg53 and Tg80
(ref. 23). Both transgenes contain Xist, Tsix and Xite (Fig. 5a). Tg53
encompasses the whole of TAD D, whereas Tg80 is truncated just 59 to
Xite (Fig. 5a and Supplementary Fig. 9). In the inner cell mass of male
mouse embryos at embryonic day 4.0 (E4.0), Tsix transcripts could be
readily detected from Tg53, as well as from the endogenous X (Fig. 5b).
However, no Tsix expression could be detected from Tg80, which lacks
the distal portion of TAD D (Fig. 5b). Thus, sequences within TAD D
must contain essential elements for the correct developmental regu-
lation of Tsix.

Within TAD D, several significant looping events involving the Tsix
promoter or its enhancer Xite were detected (Figs 2b and 5a,
Supplementary Fig. 10). Alignment of 5C maps with chromatin sig-
natures of enhancers in mouse ESCs (Supplementary Fig. 11) sug-
gested the existence of multiple regulatory elements within this
region. We also identified a transcript initiating approximately 50 kb
upstream of the Ppnx promoter (Fig. 5a), from a region bound by
pluripotency factors and corresponding to a predicted promoter for
a large (80 kb) intervening non-coding RNA (lincRNA24, Supplemen-
tary Fig. 12) which we termed Linx (large intervening transcript in the
Xic). Linx RNA shares several features with non-coding RNAs, such as
accumulation around its transcription site25 (Fig. 5c), nuclear enrich-
ment and abundance of the unspliced form26 (Supplementary Fig. 12
and 13). Linx and Tsix are co-expressed in the inner cell mass of
blastocysts from E3.5–4.0 onwards, as well as in male and female
mouse ESCs (Fig. 5c). Linx RNA is not detected earlier in embryogenesis,
nor in extra-embryonic lineages, implying an epiblast-specific function
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Figure 2 | Determinants of topologically associating domains. a, Blocks of
contiguous enrichment in H3K27me3 or H3K9me2 (ref. 11) align with the
position of TADs (chromatin immunoprecipitation on chip from ref. 9) in wild-
type cells (TT2), but TADs are largely unaffected in the absence of H3K9me2 in
male G9a2/2 cells or H3K27me3 in male Eed2/2 cells. b, Deletion of a
boundary at Xist/Tsix disrupts folding pattern of the two neighbouring TADs.
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Figure 3 | Dynamics of topologically associating domains during cell
differentiation. a, Comparison of 5C data from male mouse ESCs (E14), NPCs
(E14) and primary MEFs reveals general conservation of TAD positions during
differentiation, but differences in their internal organization (arrows highlight

examples of tissue-specific patterns). b, Lamina-associated domains (LADs,
from ref. 19) align with TADs. Chromosomal positions of tissue-specific LADs
reflect gain of lamina association by TADs, as well as internal reorganization of
lamina-associated TADs during differentiation.

LETTER RESEARCH

1 7 M A Y 2 0 1 2 | V O L 4 8 5 | N A T U R E | 3 8 3

Macmillan Publishers Limited. All rights reserved©2012

LETTER
doi:10.1038/nature11049

Spatial partitioning of the regulatory landscape of the
X-inactivation centre
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In eukaryotes transcriptional regulation often involves multiple
long-range elements and is influenced by the genomic environ-
ment1. A prime example of this concerns the mouse X-inactivation
centre (Xic), which orchestrates the initiation of X-chromosome
inactivation (XCI) by controlling the expression of the non-
protein-coding Xist transcript. The extent of Xic sequences
required for the proper regulation of Xist remains unknown.
Here we use chromosome conformation capture carbon-copy
(5C)2 and super-resolution microscopy to analyse the spatial
organization of a 4.5-megabases (Mb) region including Xist. We
discover a series of discrete 200-kilobase to 1 Mb topologically
associating domains (TADs), present both before and after cell
differentiation and on the active and inactive X. TADs align with,
but do not rely on, several domain-wide features of the epigenome,
such as H3K27me3 or H3K9me2 blocks and lamina-associated
domains. TADs also align with coordinately regulated gene clusters.
Disruption of a TAD boundary causes ectopic chromosomal con-
tacts and long-range transcriptional misregulation. The Xist/Tsix
sense/antisense unit illustrates how TADs enable the spatial
segregation of oppositely regulated chromosomal neighbourhoods,
with the respective promoters of Xist and Tsix lying in adjacent
TADs, each containing their known positive regulators. We identify
a novel distal regulatory region of Tsix within its TAD, which pro-
duces a long intervening RNA, Linx. In addition to uncovering a
new principle of cis-regulatory architecture of mammalian chromo-
somes, our study sets the stage for the full genetic dissection of the
X-inactivation centre.

The X-inactivation centre was originally defined by deletions and
translocations as a region spanning several megabases3,4, and contains
several elements known to affect Xist activity, including its repressive
antisense transcript Tsix and its regulators Xite, DXPas34 and Tsx5,6.
However, additional control elements must exist, as single-copy trans-
genes encompassing Xist and up to 460 kb of flanking sequences are
unable to recapitulate proper Xist regulation7. To characterize the cis-
regulatory landscape of the Xic in an unbiased approach, we performed
5C2 across a 4.5-Mb region containing Xist. We designed 5C-Forward
and 5C-Reverse oligonucleotides following an alternating scheme2,
thereby simultaneously interrogating nearly 250,000 possible chromo-
somal contacts in parallel, with a mean resolution of 10–20 kb (Fig. 1a;
see Supplementary Methods). Analysis of undifferentiated mouse
embryonic stem cells (ESCs) revealed that long-range (.50 kb) con-
tacts preferentially occur within a series of discrete genomic blocks,
each covering 0.2–1 Mb (Fig. 1b). These blocks differ from the higher-
order organization recently observed by Hi-C8, corresponding to
much larger domains of open or closed chromatin, that come together
in the nucleus to form A and B types of compartments8. Instead, our

5C analysis shows self-associating chromosomal domains occurring at
the sub-megabase scale. The size and location of these domains is
identical in male and female mouse ESCs (Supplementary Fig. 1)
and in different mouse ESC lines (Supplementary Fig. 2 and
Supplementary Data 1).

To examine this organization with an alternative approach, we per-
formed three-dimensional DNA fluorescent in situ hybridization
(FISH) in male mouse ESCs. Nuclear distances were found to be sig-
nificantly shorter between probes lying in the same 5C domain than in
different domains (Fig. 1c, d), and a strong correlation was found
between three-dimensional distances and 5C counts (Supplementary
Fig. 3a, b). Furthermore, using pools of tiled bacterial artificial chro-
mosome (BAC) probes spanning up to 1 Mb and structured illumina-
tion microscopy, we found that large DNA segments belonging to the
same 5C domain colocalize to a greater extent than DNA segments
located in adjacent domains (Fig. 1e), and this throughout the cell cycle
(Supplementary Fig. 3c, d). Based on 5C and FISH data, we conclude
that chromatin folding at the sub-megabase scale is not random, and
partitions this chromosomal region into a succession of topologically
associating domains (TADs).

We next investigated what might drive chromatin folding in TADs.
We first noticed a striking alignment between TADs and the large
blocks of H3K27me3 and H3K9me2 (ref. 9) that are known to exist
throughout the mammalian genomes10–13 (for example, TAD E, Fig. 2
and Supplementary Fig. 4). We therefore examined 5C profiles of
G9a2/2 (also known as Ehmt2) mouse ESCs, which lack H3K9me2,
notably at the Xic14, and Eed2/2 mouse ESCs, which lack H3K27me3
(ref. 15). No obvious change in overall chromatin conformation was
observed, and TADs were not affected either in size or position in these
mutants (Fig. 2 and Supplementary Fig. 4b). Thus TAD formation is
not due to domain-wide H3K27me3 or H3K9me2 enrichment.
Instead, such segmental chromatin blocks might actually be delimited
by the spatial partitioning of chromosomes into TADs.

We then addressed whether folding in TADs is driven by discrete
boundary elements at their borders. 5C was performed in a mouse ESC
line carrying a 58-kb deletion (DXTX16), encompassing the boundary
between the Xist and Tsix TADs (D and E; Fig. 2b). We observed
ectopic contacts between sequences in TADs D and E and an altered
organization of TAD E. Boundary elements can thus mediate the
spatial segregation of neighbouring chromosomal segments. Within
the TAD D–E boundary, a CTCF-binding site was recently implicated
in insulating Tsix from remote regulatory influences17. However, align-
ment of CTCF- and cohesin-binding sites in mouse ESCs18 with our 5C
data showed that, although these factors are present at most TAD
boundaries (Supplementary Fig. 4), they are also frequently present
within TADs, excluding them as the sole determinants of TAD
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Elphège P. Nora1,2,3, Bryan R. Lajoie4*, Edda G. Schulz1,2,3*, Luca Giorgetti1,2,3*, Ikuhiro Okamoto1,2,3, Nicolas Servant1,5,6,
Tristan Piolot1,2,3, Nynke L. van Berkum4, Johannes Meisig7, John Sedat8, Joost Gribnau9, Emmanuel Barillot1,5,6, Nils Blüthgen7,
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ParisTech, Fontainebleau, F-77300 France. 7Institute of Pathology, Charité–Universitätsmedizin, 10117 Berlin, and Institute of Theoretical Biology Humboldt Universität, 10115 Berlin, Germany.
8Department of Biochemistry and Biophysics, University of California San Francisco, San Francisco, California 94158-2517, USA. 9Department of Reproduction and Development, Erasmus MC, University
Medical Center, 3000 CA Rotterdam, The Netherlands.

1 7 M A Y 2 0 1 2 | V O L 4 8 5 | N A T U R E | 3 8 1

Macmillan Publishers Limited. All rights reserved©2012

 26 

Cremer, T., and Cremer, C. (2001). Chromosome territories, nuclear architecture 
and gene regulation in mammalian cells. Nat Rev Genet 2, 292-301. 
Crozat, E., Meglio, A., Allemand, J.F., Chivers, C.E., Howarth, M., Vénien-Bryan, 
C., Grainge, I., and Sherratt, D.J. (2010). Separating speed and ability to 
displace roadblocks during DNA translocation by FtsK. EMBO J 29, 1423-1433. 
Dalton, R.P., Lyons, D.B., and S., L. (2013). Co-opting the unfolded protein 
response to elicit olfactory receptor feedback. Cell 155, 321-332. 
de Laat, W., and Duboule, D. (2013). Topology of mammalian developmental 
enhancers and their regulatory landscapes. Nature 502, 499-506. 
de Wit, E., Vos, E.S., Holwerda, S.J., Valdes-Quezada, C., Verstegen, M.J., 
Teunissen, H., Splinter, E., Wijchers, P.J., Krijger, P.H., and de Laat, W. (2015). 
CTCF Binding Polarity Determines Chromatin Looping. Mol Cell 60, 676-684. 
Dekker, J. (2014). Two ways to fold the genome during the cell cycle: insights 
obtained with chromosome conformation capture. Epigenetics Chromatin 7, 25. 
Dekker, J., Marti-Renom, M.A., and Mirny, L.A. (2013). Exploring the three-
dimensional organization of genomes: interpreting chromatin interaction data. 
Nat Rev Genet 14, 390-403. 
Dekker, J., Rippe, K., Dekker, M., and Kleckner, N. (2002). Capturing 
Chromosome Conformation. Science 295, 1306-1311. 
Dixon, J.R., Selvaraj, S., Yue, F., Kim, A., Li, Y., Shen, Y., Hu, M., Liu, J.S., and 
Ren, B. (2012). Topological domains in mammalian genomes identified by 
analysis of chromatin interactions. Nature 485, 376-380. 
Dong, J., Panchakshari, R.A., Zhang, T., Zhang, Y., Hu, J., Volpi, S.A., Meyers, 
R.M., Ho, Y.J., Du, Z., Robbiani, D.F., et al. (2015). Orientation-specific joining of 
AID-initiated DNA breaks promotes antibody class switching. Nature 525, 134-
139. 
Doyle, B., Fudenberg, G., Imakaev, M., and Mirny, L.A. (2014). Chromatin loops 
as allosteric modulators of enhancer-promoter interactions. PLoS Comput Biol 10, 
e1003867. 
Earnshaw, W.C., and Laemmli, U.K. (1983). Architecture of metaphase 
chromosomes and chromosome scaffolds. J Cell Biol 96, 84-93. 
Engreitz, J.M., Pandya-Jones, A., McDonel, P., Shishkin, A., Sirokman, K., Surka, 
C., Kadri, S., Xing, J., Goren, A., Lander, E.S., et al. (2013). The Xist lncRNA 
exploits three-dimensional genome architecture to spread across the X 
chromosome. Science 341, 1237973  
Fraser, J., Williamson, I., Bickmore, W.A., and Dostie, J. (2015). An Overview of 
Genome Organization and How We Got There: from FISH to Hi-C. Microbiol Mol 
Biol Rev 79, 347-372. 
Fudenberg, G., Imakaev, M., Lu, C., Goloborodko, A., Adbennur, N., and Mirny, 
L.A. (2015). Formation of chromosomal domains by loop extrusion. bioRxiv doi: 
http://dx.doi.org/10.1101/024620. 
Galupa, R., and Heard, E. (2015). X-chromosome inactivation: new insights into 
cis and trans regulation. Curr Opin Genet Dev 31, 57-66. 
Gendrel, A.V., and Heard, E. (2014). Noncoding RNAs and epigenetic 
mechanisms during X-chromosome inactivation. Annu Rev Cell Dev Biol 30, 561-
580. 

(9). Neither of these studies have been cited in (1). 
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impression of priority, as evident from the public media coverage (11, 12) of (1). 
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SUMMARY

Mammalian genomes are organized into megabase-
scale topologically associated domains (TADs). We
demonstrate that disruption of TADs can rewire
long-range regulatory architecture and result in path-
ogenic phenotypes. We show that distinct human
limb malformations are caused by deletions, inver-
sions, or duplications altering the structure of the
TAD-spanningWNT6/IHH/EPHA4/PAX3 locus. Using
CRISPR/Cas genome editing, we generated mice
with corresponding rearrangements. Both in mouse
limb tissue and patient-derived fibroblasts, dis-
ease-relevant structural changes cause ectopic in-
teractions between promoters and non-coding
DNA, and a cluster of limb enhancers normally asso-
ciated with Epha4 is misplaced relative to TAD
boundaries and drives ectopic limb expression of
another gene in the locus. This rewiring occurred
only if the variant disrupted a CTCF-associated
boundary domain. Our results demonstrate the func-
tional importance of TADs for orchestrating gene
expression via genome architecture and indicate
criteria for predicting the pathogenicity of human
structural variants, particularly in non-coding regions
of the human genome.

INTRODUCTION

Approximately 5% of the human genome is structurally variable
in the normal population, which includes deletions and duplica-
tions (collectively referred to as copy number variants, CNVs),
as well as inversions, and translocations. Structural variations
have received considerable attention as a major cause for ge-
netic disease, promoting the search for CNVs as a standard
diagnostic procedure in conditions such as intellectual disability
and congenital malformations (Stankiewicz and Lupski, 2010;
Swaminathan et al., 2012). The pathogenicity of many CNVs
can be explained by their effect on gene dosage. In contrast, it
is difficult to predict the consequences of balanced rearrange-
ments, such as inversions, or the functional impact of CNVs
that are limited to non-coding DNA. Such variants have the po-
tential to disrupt the integrity of the genome, causing changes
in the regulatory architecture that lead to pathogenic alterations
of gene expression levels and patterns (Haraksingh and Snyder,
2013; Spielmann and Mundlos, 2013). However, the lack of a
comprehensive understanding of the large-scale functional or-
ganization of the regulatory genome is a major limitation in pre-
dicting their potential pathogenicity.
New methods for enhancer identification and analysis of

chromosome conformation have enabled substantial progress
toward elucidating genome-wide regulatory interactions. Chro-
matin immunoprecipitation sequencing (ChIP-seq) performed
directly on ex vivo tissues can reveal the location of distant-
acting tissue-specific enhancer sequences at genomic scale
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Insulator dysfunction and oncogene activation in 
IDH mutant gliomas
William A. Flavahan1,2,3*, Yotam Drier1,2,3*, Brian B. Liau1,2,3, Shawn M. Gillespie1,2,3, Andrew S. Venteicher1,2,4, 
Anat O. Stemmer-Rachamimov1, Mario L. Suvà1,2 & Bradley E. Bernstein1,2,3

Gain-of-function IDH mutations are initiating events that define 
major clinical and prognostic classes of gliomas1,2. Mutant IDH 
protein produces a new onco-metabolite, 2-hydroxyglutarate, 
which interferes with iron-dependent hydroxylases, including the 
TET family of 5′-methylcytosine hydroxylases3–7. TET enzymes 
catalyse a key step in the removal of DNA methylation8,9. IDH 
mutant gliomas thus manifest a CpG island methylator phenotype 
(G-CIMP)10,11, although the functional importance of this altered 
epigenetic state remains unclear. Here we show that human IDH 
mutant gliomas exhibit hypermethylation at cohesin and CCCTC-
binding factor (CTCF)-binding sites, compromising binding 
of this methylation-sensitive insulator protein. Reduced CTCF 
binding is associated with loss of insulation between topological 
domains and aberrant gene activation. We specifically demonstrate 
that loss of CTCF at a domain boundary permits a constitutive 
enhancer to interact aberrantly with the receptor tyrosine kinase 
gene PDGFRA, a prominent glioma oncogene. Treatment of IDH 
mutant gliomaspheres with a demethylating agent partially restores 
insulator function and downregulates PDGFRA. Conversely, 
CRISPR-mediated disruption of the CTCF motif in IDH wild-type 
gliomaspheres upregulates PDGFRA and increases proliferation. 
Our study suggests that IDH mutations promote gliomagenesis by 
disrupting chromosomal topology and allowing aberrant regulatory 
interactions that induce oncogene expression.

The human genome is organized into topological domains that 
represent discrete structural and regulatory units12. Such domains are 
evident in genome-wide contact maps generated by high-throughput 
chromatin conformation capture (HiC) techniques13, and have been 
termed ‘topologically associated domains’ or ‘contact domains’14–16. 
Recent studies have strengthened the role of the CTCF insulator 
protein in creating chromatin loops and boundaries that partition 
such domains15. Genomic alterations that remove CTCF-associated 
boundaries allow aberrant enhancer-gene interactions and alter gene 
expression17.

Since CTCF binding is methylation-sensitive18,19, its localization 
might be altered by DNA hypermethylation in IDH mutant glio-
mas. We therefore used chromatin immunoprecipitation followed 
by high-throughput sequencing (ChIP-seq) to map CTCF binding 
genome-wide in 11 primary tumours and 4 glioma cell lines. Although 
CTCF binding patterns tend to be relatively stable, we detected highly 
overlapping subsets of CTCF sites that were lost in IDH mutants  
(Fig. 1a, b and Methods). Significantly more sites were commonly 
lost than gained (625 versus 300, P < 10−12). Whole-genome bisulfite 
sequencing data from The Cancer Genome Atlas (TCGA)10 was used to 
assess the methylation status of 625 loci with reduced CTCF binding in 
mutant tumours. We found that these loci have higher GC content, and 
exhibit significantly higher levels of DNA methylation in IDH mutant 
gliomas relative to IDH wild type (Fig. 1c, d).

We considered that altered DNA methylation and CTCF binding 
might disrupt topological domain boundaries and gene insulation 
in IDH mutant tumours. We collated a set of constitutive domain 
boundaries based on kilobase (kb)-resolution HiC maps15. We then 
examined published RNA-seq expression data for 357 normal brain 
tissue samples20. Consistent with previous studies16, we found that 
genes in the same domain correlate across samples, but that genes 
separated by a boundary show lower correlation (Fig. 1e). We next 
incorporated expression data for 230 IDH mutant (218 IDH1 mutant 
and 12 IDH2 mutant) and 56 wild-type lower-grade gliomas, generated 
by TCGA2. Here again we found that the presence of an intervening  
boundary reduces correlation between neighbouring genes. We next 
scanned the genome for pairs of proximal genes separated by less 
than 180 kb (the average contact domain size15) that correlate much 
more strongly in IDH mutants than in wild-type gliomas (Fig. 1f and 
Methods). Remarkably, the resulting set is strongly enriched for gene 
pairs that cross domain boundaries (90% versus 69% expected at ran-
dom; P < 10−4). Conversely, gene pairs that correlate less strongly in 
IDH mutants are more likely to reside in the same domain (52% versus 
31% expected at random; P < 10−5). Notably, CTCF knockdown has 
been shown to increase cross-boundary interactions and decrease intra- 
domain interactions21. Thus, altered expression patterns in IDH mutant 
gliomas may reflect reduced CTCF binding and consequent disruption 
of domain boundaries and topologies.

We next sought to pinpoint specific boundaries that were disrupted 
by IDH mutation. For all pairs of genes separated by <1 megabase 
(Mb), we computed their correlation across mutant and wild-type 
IDH gliomas. We then scanned for loci in which cross-boundary gene 
pairs correlate more strongly in mutant tumours (false discovery rates 
(FDR) < 1%), while intra-domain gene pairs correlate less strongly  
(FDR  < 1%). This analysis highlighted 203 domain boundaries  
(Fig. 2a, Supplementary Table 1 and Methods). The putatively disrupted 
boundaries exhibit higher DNA methylation and lower CTCF binding  
in IDH mutant compared with wild-type tumours (Extended Data  
Fig. 1). These data suggest that the methylator phenotype disrupts 
CTCF binding and domain boundaries, thereby affecting gene expres-
sion in IDH mutant gliomas.

We hypothesized that altered domain topologies might contribute to 
gliomagenesis by activating oncogenes that are normally insulated by 
domain boundaries. We therefore scanned the domains adjacent to the 
disrupted boundaries for genes with higher expression in IDH mutant 
than in wild-type gliomas (Fig. 2a). Genes in top-scoring domains 
include PDGFRA (P < 10−21), an established glioma oncogene22, and 
other candidate regulators of gliomagenesis (Supplementary Table 1).

The identification of PDGFRA as a potential target of epigenetic 
deregulation in IDH mutants was of particular interest, given its promi-
nence as a glioma oncogene and established roles for PDGFA signalling 
in the normal brain. Although PDGFRA is a frequent target of genomic 
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Fig. 1). These data suggest that the methylator phenotype disrupts 
CTCF binding and domain boundaries, thereby affecting gene expres-
sion in IDH mutant gliomas.

We hypothesized that altered domain topologies might contribute to 
gliomagenesis by activating oncogenes that are normally insulated by 
domain boundaries. We therefore scanned the domains adjacent to the 
disrupted boundaries for genes with higher expression in IDH mutant 
than in wild-type gliomas (Fig. 2a). Genes in top-scoring domains 
include PDGFRA (P < 10−21), an established glioma oncogene22, and 
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were markedly different in IDH mutant tumours. Here, 3C revealed 
a strong interaction between the PDGFRA promoter and the FIP1L1 
enhancer, despite a separation of ∼900 kb (Fig. 3i). For comparison, 
this interaction is approximately fivefold stronger than that between 
the PDGFRA promoter and its intragenic enhancer. To confirm this 
interaction, we designed and normalized reciprocal probe and primers  
to compare the relative strength with which the FIP1L1 enhancer 
interacts with nearby promoters and PDGFRA (Extended Data  
Fig. 5). Notably, we found that the interaction between FIP1L1 enhancer 
and PDGFRA promoter in IDH mutant tumours is stronger than that 
between FIP1L1 enhancer and FIP1L1 promoter. This suggests that 
disruption of a boundary element by IDH mutation and hypermethyl-
ation allows a potent constitutive enhancer to interact aberrantly with, 
and upregulate, PDGFRA.

To test this model functionally, we considered whether perturbing 
the boundary alters PDGFRA expression in patient-derived glioma-
spheres (Fig. 4a). First, we focused on the IDH1 mutant astrocytoma 
model, BT142. In this mutant line, the CpG dinucleotide in the CTCF 
motif exhibits higher methylation than wild-type models (∼13% versus 
∼2% per bisulfite sequencing), and CTCF binding is roughly threefold 
lower. Consistently, 3C reveals a strong interaction between the FIP1L1 
enhancer and the PDGFRA promoter that is specific to the mutant line 
(Fig. 3i), and PDGFRA is highly expressed.

We reasoned that a demethylating agent should reduce methylation 
at this CpG dinucleotide, allowing CTCF to bind and restore PDGFRA 
insulation. We therefore treated BT142 gliomaspheres with the DNA 
methyltransferase inhibitor 5-azacytidine (5-aza). 5-aza treatment 
reduced methylation of the CTCF motif by ∼2.5-fold, increased CTCF 
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Figure 3 | Insulator loss allows PDGFRA to interact with a constitutive 
enhancer. a, Contact domain structure shown for a 1.7-Mb region 
containing PDGFRA. Heat depicts HiC interaction scores between 
triangulated loci in IMR90 cells15. Domains are visible as triangle-shaped 
regions of high interaction scores. Convergent CTCF sites anchor a loop 
that separates PDGFRA and FIP1L1 (black circle). H3K27ac and CTCF 
profiles are aligned to the contact map. Interaction trace (below) depicts 
HiC signals between the PDGFRA promoter and all other positions in the 
region. Genes, FIP1L1 enhancer (per H3K27ac) and insulator (per HiC 
and CTCF binding) are indicated. b, The right CTCF peak in the insulator 
contains a CTCF motif with a CpG at a methylation-sensitive position. 
c, d, ChIP-qPCR data show that CTCF occupancy over the boundary is 
reduced in IDH mutant (red) gliomas and models, relative to wild type 

(black). e, Methylation levels of the CpG in the CTCF motif were measured 
in gliomaspheres by bisulfite sequencing, and plotted as a percentage of 
alleles protected from conversion. f, Methylation levels of the CpG in 
the CTCF motif were measured in glioma specimens by methylation-
sensitive restriction, and plotted as relative protection. g, Expanded views 
of the FIP1L1 enhancer locus and PDGFRA locus shown with H3K27ac 
tracks. Vertical black bars indicate the locations of the common PDGFRA 
promoter primer and four complementary primers tested in 3C. h–k, Plots 
show normalized 3C interaction frequencies between PDGFRA promoter 
and indicated regions. A strong interaction between the PDGFRA 
promoter and the FIP1L1 enhancer is evident in IDH mutant tumours and 
models. ND, none detected. Bars and error bars in all panels reflect mean 
and s.d. of triplicate observations, respectively.
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were markedly different in IDH mutant tumours. Here, 3C revealed 
a strong interaction between the PDGFRA promoter and the FIP1L1 
enhancer, despite a separation of ∼900 kb (Fig. 3i). For comparison, 
this interaction is approximately fivefold stronger than that between 
the PDGFRA promoter and its intragenic enhancer. To confirm this 
interaction, we designed and normalized reciprocal probe and primers  
to compare the relative strength with which the FIP1L1 enhancer 
interacts with nearby promoters and PDGFRA (Extended Data  
Fig. 5). Notably, we found that the interaction between FIP1L1 enhancer 
and PDGFRA promoter in IDH mutant tumours is stronger than that 
between FIP1L1 enhancer and FIP1L1 promoter. This suggests that 
disruption of a boundary element by IDH mutation and hypermethyl-
ation allows a potent constitutive enhancer to interact aberrantly with, 
and upregulate, PDGFRA.

To test this model functionally, we considered whether perturbing 
the boundary alters PDGFRA expression in patient-derived glioma-
spheres (Fig. 4a). First, we focused on the IDH1 mutant astrocytoma 
model, BT142. In this mutant line, the CpG dinucleotide in the CTCF 
motif exhibits higher methylation than wild-type models (∼13% versus 
∼2% per bisulfite sequencing), and CTCF binding is roughly threefold 
lower. Consistently, 3C reveals a strong interaction between the FIP1L1 
enhancer and the PDGFRA promoter that is specific to the mutant line 
(Fig. 3i), and PDGFRA is highly expressed.

We reasoned that a demethylating agent should reduce methylation 
at this CpG dinucleotide, allowing CTCF to bind and restore PDGFRA 
insulation. We therefore treated BT142 gliomaspheres with the DNA 
methyltransferase inhibitor 5-azacytidine (5-aza). 5-aza treatment 
reduced methylation of the CTCF motif by ∼2.5-fold, increased CTCF 
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Figure 3 | Insulator loss allows PDGFRA to interact with a constitutive 
enhancer. a, Contact domain structure shown for a 1.7-Mb region 
containing PDGFRA. Heat depicts HiC interaction scores between 
triangulated loci in IMR90 cells15. Domains are visible as triangle-shaped 
regions of high interaction scores. Convergent CTCF sites anchor a loop 
that separates PDGFRA and FIP1L1 (black circle). H3K27ac and CTCF 
profiles are aligned to the contact map. Interaction trace (below) depicts 
HiC signals between the PDGFRA promoter and all other positions in the 
region. Genes, FIP1L1 enhancer (per H3K27ac) and insulator (per HiC 
and CTCF binding) are indicated. b, The right CTCF peak in the insulator 
contains a CTCF motif with a CpG at a methylation-sensitive position. 
c, d, ChIP-qPCR data show that CTCF occupancy over the boundary is 
reduced in IDH mutant (red) gliomas and models, relative to wild type 

(black). e, Methylation levels of the CpG in the CTCF motif were measured 
in gliomaspheres by bisulfite sequencing, and plotted as a percentage of 
alleles protected from conversion. f, Methylation levels of the CpG in 
the CTCF motif were measured in glioma specimens by methylation-
sensitive restriction, and plotted as relative protection. g, Expanded views 
of the FIP1L1 enhancer locus and PDGFRA locus shown with H3K27ac 
tracks. Vertical black bars indicate the locations of the common PDGFRA 
promoter primer and four complementary primers tested in 3C. h–k, Plots 
show normalized 3C interaction frequencies between PDGFRA promoter 
and indicated regions. A strong interaction between the PDGFRA 
promoter and the FIP1L1 enhancer is evident in IDH mutant tumours and 
models. ND, none detected. Bars and error bars in all panels reflect mean 
and s.d. of triplicate observations, respectively.
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were markedly different in IDH mutant tumours. Here, 3C revealed 
a strong interaction between the PDGFRA promoter and the FIP1L1 
enhancer, despite a separation of ∼900 kb (Fig. 3i). For comparison, 
this interaction is approximately fivefold stronger than that between 
the PDGFRA promoter and its intragenic enhancer. To confirm this 
interaction, we designed and normalized reciprocal probe and primers  
to compare the relative strength with which the FIP1L1 enhancer 
interacts with nearby promoters and PDGFRA (Extended Data  
Fig. 5). Notably, we found that the interaction between FIP1L1 enhancer 
and PDGFRA promoter in IDH mutant tumours is stronger than that 
between FIP1L1 enhancer and FIP1L1 promoter. This suggests that 
disruption of a boundary element by IDH mutation and hypermethyl-
ation allows a potent constitutive enhancer to interact aberrantly with, 
and upregulate, PDGFRA.

To test this model functionally, we considered whether perturbing 
the boundary alters PDGFRA expression in patient-derived glioma-
spheres (Fig. 4a). First, we focused on the IDH1 mutant astrocytoma 
model, BT142. In this mutant line, the CpG dinucleotide in the CTCF 
motif exhibits higher methylation than wild-type models (∼13% versus 
∼2% per bisulfite sequencing), and CTCF binding is roughly threefold 
lower. Consistently, 3C reveals a strong interaction between the FIP1L1 
enhancer and the PDGFRA promoter that is specific to the mutant line 
(Fig. 3i), and PDGFRA is highly expressed.

We reasoned that a demethylating agent should reduce methylation 
at this CpG dinucleotide, allowing CTCF to bind and restore PDGFRA 
insulation. We therefore treated BT142 gliomaspheres with the DNA 
methyltransferase inhibitor 5-azacytidine (5-aza). 5-aza treatment 
reduced methylation of the CTCF motif by ∼2.5-fold, increased CTCF 
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Figure 3 | Insulator loss allows PDGFRA to interact with a constitutive 
enhancer. a, Contact domain structure shown for a 1.7-Mb region 
containing PDGFRA. Heat depicts HiC interaction scores between 
triangulated loci in IMR90 cells15. Domains are visible as triangle-shaped 
regions of high interaction scores. Convergent CTCF sites anchor a loop 
that separates PDGFRA and FIP1L1 (black circle). H3K27ac and CTCF 
profiles are aligned to the contact map. Interaction trace (below) depicts 
HiC signals between the PDGFRA promoter and all other positions in the 
region. Genes, FIP1L1 enhancer (per H3K27ac) and insulator (per HiC 
and CTCF binding) are indicated. b, The right CTCF peak in the insulator 
contains a CTCF motif with a CpG at a methylation-sensitive position. 
c, d, ChIP-qPCR data show that CTCF occupancy over the boundary is 
reduced in IDH mutant (red) gliomas and models, relative to wild type 

(black). e, Methylation levels of the CpG in the CTCF motif were measured 
in gliomaspheres by bisulfite sequencing, and plotted as a percentage of 
alleles protected from conversion. f, Methylation levels of the CpG in 
the CTCF motif were measured in glioma specimens by methylation-
sensitive restriction, and plotted as relative protection. g, Expanded views 
of the FIP1L1 enhancer locus and PDGFRA locus shown with H3K27ac 
tracks. Vertical black bars indicate the locations of the common PDGFRA 
promoter primer and four complementary primers tested in 3C. h–k, Plots 
show normalized 3C interaction frequencies between PDGFRA promoter 
and indicated regions. A strong interaction between the PDGFRA 
promoter and the FIP1L1 enhancer is evident in IDH mutant tumours and 
models. ND, none detected. Bars and error bars in all panels reflect mean 
and s.d. of triplicate observations, respectively.
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ABSTRACT

The long chromosomal DNAs of cells are organized
into loop domains much larger in size than individual
DNA-binding enzymes, presenting the question of
how formation of such structures is controlled. We
present a model for generation of defined chromo-
somal loops, based on molecular machines consist-
ing of two coupled and oppositely directed motile
elements which extrude loops from the double helix
along which they translocate, while excluding one
another sterically. If these machines do not dissoci-
ate from DNA (infinite processivity), a disordered,
exponential steady-state distribution of small loops
is obtained. However, if dissociation and rebinding
of the machines occurs at a finite rate (finite
processivity), the steady state qualitatively changes
to a highly ordered ‘stacked’ configuration with sup-
pressed fluctuations, organizing a single large,
stable loop domain anchored by several machines.
The size of the resulting domain can be simply
regulated by boundary elements, which halt the
progress of the extrusion machines. Possible real-
izations of these types of molecular machines
are discussed, with amajor focus on structural main-
tenance of chromosome complexes and also with
discussion of type I restriction enzymes. This mech-
anism could explain the geometrically uniform
folding of eukaryote mitotic chromosomes, through
extrusion of pre-programmed loops and concomi-
tant chromosome compaction.

INTRODUCTION

Eukaryote chromosomal DNAs of up to a few centimeters
in length are compacted to fit inside few-micron-diameter
nuclei. Similarly, the millimeter-length chromosomal
DNAs of bacterial cells are compacted into micron-size

nucleoids. It has been proposed that chromosomes
might simply occupy maximum-entropy conformations,
in the manner of confined random-coil polymers (1,2).
However, sequence position analyses reveal DNA to be
spatially ordered. Chromosomes of Escherichia coli (3–5)
and Caulobacter crescentus (6) have loci precisely pos-
itioned inside the cell, with fluctuations too small to be
consistent with random-polymer statistics (7). In eukary-
ote cells, interphase chromosomes in differentiated cells
occupy distinct territories (8). Furthermore, analyses of
DNA juxtapositions inside eukaryote nuclei reveal that
loci up to tens of megabases apart along chromosomes
are positioned near one another in the nucleus (9,10),
with statistical properties inconsistent with random-
polymer organization (10).
Detailed characterizations of specific cases of in cis

gene regulation also indicate that chromosomes have a
well-defined ‘loop domain’ organization, with specific
but distant sequences along the same chromosome pos-
itioned to be near one another (11). It is thought that
‘chromatin-bridging’ proteins (12) somehow stabilize
these loop structures, but the processes by which
sequence-defined chromatin loops are established and
maintained are unknown.
Strong correlations of juxtaposed DNA sequences are

especially clear during eukaryote mitosis, when chromo-
somes are compactly folded, following their replication.
Chromosomes are ‘condensed’ by folding along their
length into linear paired-chromatid noodle-like structures,
with a well-defined thickness and strikingly uniform struc-
tural and mechanical properties (13). As mitotic chromo-
somes are folded, sequences that are a few megabases
apart somehow ‘know’ to associate, while more distant
sequences know to stay apart, implying a highly regulated
lengthwise condensation distinct from usual polymer con-
densation (14,15). Similar considerations apply to the loop
domain organization of meiotic prophase chromosomes,
solidifying the conclusion that strong long-range correl-
ations in DNA sequence position are maintained in
living cells.
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number of sites L! 1: At time t=0, M motile element
pairs are dispersed randomly, each pair initially occupying
adjacent sites of this lattice. The DNA-binding motile
elements (referred to below as ‘motors’) then move
along the DNA with rates independent of position; steps
that move a motor away from its partner (‘forward’ steps
that extrude a DNA loop) occur at a rate r+ and steps that
move a motor back toward its partner (‘reverse steps’ that
retract the loop) occur at a rate r" (Figure 1). We suppose
the motion to be directed by energy gained from ATP
hydrolysis, with r+> r" (when r+¼ r" there is 1D diffu-
sion of each motor; when r" > r+, the motors are driven
together which is not of interest here). The motor pairs are
assumed to have left/right symmetry, i.e. the left and right
motors move with the same rates.

We also suppose the motors to sterically occlude one
another: only one motor can occupy each position on the
lattice, making them unable to pass through one another.
The endpoints of the lattice (sites 1 and L) are ‘domain
boundaries’: the motors are unable to move past them.

The final ingredient of the model is the dissociation of a
motor pair from the DNA; this is taken into account by a
slow-dissociation rate roff $ r": In the non-dissociating
case, roff ¼ 0; when roff > 0 and a dissociation event
occurs, we then replace the motor pair on a randomly
chosen pair of adjacent, empty lattice sites.

We have performed numerical simulations of this model
using Gillespie’s ‘event-driven’ algorithm for simulating
stochastic processes (32). This method is most simply
applied to processes where there are a sequence of transi-
tions between a set of discrete states, such as the rate
model described above. At each step of the simulation,
the approach considers which of the possible transitions
that are possible at that moment actually is the next tran-
sition to occur. At an initial time t, one makes a list of all
possible transitions that might occur, and their rates (for
our model, r+,r" and roffÞ: Suppose there are K possible
‘candidate’ transitions with rates ri, i running from 1 to K.
Two properties of the next transition event must be
determined: the time interval !t between the initial time
t to the event, and which of the K transitions will actually
be the next event.

The rate at which the next event occurs (regardless of
type) is just the sum of the K rates, R ¼

PK
i ri: The time

increment !t to the event is distributed over the range
0 & !t &1 exponentially, with probability distribution
Pð!tÞ ¼ Re"Rt: The actual realization of !t is drawn
from this continuous distribution. Which of the K transi-
tions actually occurs is determined from their probability
distribution pi ¼ ri=R: This second, discrete, distribution is
be used to select which of the K candidates actually is next.
Once !t and i are determined, the state of the system is

changed, and time is increased to t+!t: The algorithm is
then repeated to propagate the system forward from event
to event, for as many transition steps as one requires
(or for as long a total time as is required). The result is
a series of transition events, distributed in time according
to the rates that define the model. There is no time dis-
cretization; events can occur separated by arbitrarily small
!ts, as in reality (this method is sometimes described as
‘continuous-time’ simulation for this reason). Event-
driven simulation is efficient for models with a finite set
of possible transitions at each moment in time (e.g. the
model studied here), since all computation is focused on
determining the sequence and times at which events occur.
To obtain steady-state properties, individual simula-

tions were run for times of from 104 to 105 times 1=r",
roughly 1000 times longer than the time required to reach
the steady state. Large numbers of independent simula-
tions (typically 104–105) were run to obtain accurate
steady-state averages with small statistical errors; in
some cases, the error bars are smaller than the plot lines
and are not plotted (errors are described numerically in
those cases). All error bars shown indicate standard
errors. In some cases, exact or approximate analytical
results for statistical properties of the steady state can be
computed to compare with the simulations.

RESULTS

Results for non-dissociating machines

In the case with no dissociation (roff ¼ 0), the ordering of
the enzymes along the molecule is preserved over time,
and the total number of forward and reverse steps taken
by the two motors of any one machine are given by the
total distance between them. This makes it possible to
describe the steady state as governed by an effective

Figure 1. Schematic drawing of machine positions on the lattice as time progresses; lattice model equivalent is sketched below each panel. Black
dumbbell shapes (and arrows in the lattice sketch) depict enzymes and green lines show DNA. Panel (a) depicts the starting point and the progression
of infinitely processive machines, while Panel (b) shows machines with lower processivity (disassociation rate is still relatively small, see text).
Panel (c) depicts a single step, with ATP binding, hydrolysis and release associated with extrusion of a small amount of DNA.
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Figure 5 Amodel for how condensin could form axial cores
and thereby help to resolve sister chromatids from each other.

coils containing condensin would alternate with a short linker (Figure 5). I give
this example not so much because it is a serious candidate for the function of
condensin (or cohesin for that matter) but rather because it illustrates the notion
that condensin or molecules like it could have a very active role in folding and
resolving chromatids. This model does help to explain many puzzling features
of condensin: in particular, its crucial role in chromatid resolution, its accumu-
lation along axial cores, and the curious finding that condensin depletion causes
problems with chromatid resolution long before it has any effect on chromatid
length. It also neatly explains the origin of the so-called chromosome scaffold
with peripheral chromatin loops and how chromatid identity can “emerge” nat-
urally from the actions of molecules that act processively but merely locally on
the chromatin fiber. However, it is very difficult to imagine how condensin could
actually perform this particular anointed task, especially as its substrate must be
chromatin fibers and not naked DNA. It is conceivable that cohesin has a similar
function.
In summary, then, the process of sister chromatid separation takes place in

two steps in most eukaryotic cells. During the first step, some sort of processive
chromatid compaction involving condensin and very probably other regulators of
nucleosome packing drives the decatenation of chromatids and packages them
around an axial core that contains condensin. The bulk of cohesin dissociates from
chromatids as this process proceeds, and little if any remains to connect chromatids
along chromosome arms by the time that chromatids are aligned on the metaphase
plate.However, cohesin in the vicinity of centromeres,which is largely refractory to
the process that removes it fromchromatid arms, prevents resolution at centromeres
and is capable of providing sufficient cohesion for the alignment of chromatids
in a bipolar manner on the mitotic spindle. The second step is triggered by the
activation of separase, whose cleavage of cohesin’s Scc1 subunit in the vicinity of
centromeres permits sisters to be pulled to opposite poles. The force supplied by
microtubules now takes over from condensin in driving the decatenation process.
Remarkably, the first step of chromatid resolution is almost entirely missing in
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ABSTRACT

The long chromosomal DNAs of cells are organized
into loop domains much larger in size than individual
DNA-binding enzymes, presenting the question of
how formation of such structures is controlled. We
present a model for generation of defined chromo-
somal loops, based on molecular machines consist-
ing of two coupled and oppositely directed motile
elements which extrude loops from the double helix
along which they translocate, while excluding one
another sterically. If these machines do not dissoci-
ate from DNA (infinite processivity), a disordered,
exponential steady-state distribution of small loops
is obtained. However, if dissociation and rebinding
of the machines occurs at a finite rate (finite
processivity), the steady state qualitatively changes
to a highly ordered ‘stacked’ configuration with sup-
pressed fluctuations, organizing a single large,
stable loop domain anchored by several machines.
The size of the resulting domain can be simply
regulated by boundary elements, which halt the
progress of the extrusion machines. Possible real-
izations of these types of molecular machines
are discussed, with amajor focus on structural main-
tenance of chromosome complexes and also with
discussion of type I restriction enzymes. This mech-
anism could explain the geometrically uniform
folding of eukaryote mitotic chromosomes, through
extrusion of pre-programmed loops and concomi-
tant chromosome compaction.

INTRODUCTION

Eukaryote chromosomal DNAs of up to a few centimeters
in length are compacted to fit inside few-micron-diameter
nuclei. Similarly, the millimeter-length chromosomal
DNAs of bacterial cells are compacted into micron-size

nucleoids. It has been proposed that chromosomes
might simply occupy maximum-entropy conformations,
in the manner of confined random-coil polymers (1,2).
However, sequence position analyses reveal DNA to be
spatially ordered. Chromosomes of Escherichia coli (3–5)
and Caulobacter crescentus (6) have loci precisely pos-
itioned inside the cell, with fluctuations too small to be
consistent with random-polymer statistics (7). In eukary-
ote cells, interphase chromosomes in differentiated cells
occupy distinct territories (8). Furthermore, analyses of
DNA juxtapositions inside eukaryote nuclei reveal that
loci up to tens of megabases apart along chromosomes
are positioned near one another in the nucleus (9,10),
with statistical properties inconsistent with random-
polymer organization (10).
Detailed characterizations of specific cases of in cis

gene regulation also indicate that chromosomes have a
well-defined ‘loop domain’ organization, with specific
but distant sequences along the same chromosome pos-
itioned to be near one another (11). It is thought that
‘chromatin-bridging’ proteins (12) somehow stabilize
these loop structures, but the processes by which
sequence-defined chromatin loops are established and
maintained are unknown.
Strong correlations of juxtaposed DNA sequences are

especially clear during eukaryote mitosis, when chromo-
somes are compactly folded, following their replication.
Chromosomes are ‘condensed’ by folding along their
length into linear paired-chromatid noodle-like structures,
with a well-defined thickness and strikingly uniform struc-
tural and mechanical properties (13). As mitotic chromo-
somes are folded, sequences that are a few megabases
apart somehow ‘know’ to associate, while more distant
sequences know to stay apart, implying a highly regulated
lengthwise condensation distinct from usual polymer con-
densation (14,15). Similar considerations apply to the loop
domain organization of meiotic prophase chromosomes,
solidifying the conclusion that strong long-range correl-
ations in DNA sequence position are maintained in
living cells.

*To whom correspondence should be addressed. Tel: +1 401 7423636; Fax: +1 860 679 1039; Email: elnaz.alipour@gmail.com
Correspondence may also be addressed to John F. Marko. Tel: +847 467 1276; Fax: +847 467 1380; Email: john-marko@northwestern.edu

Nucleic Acids Research, 2012, 1–11
doi:10.1093/nar/gks925

! The Author(s) 2012. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by-nc/3.0/), which
permits non-commercial reuse, distribution, and reproduction in any medium, provided the original work is properly cited. For commercial re-use, please contact
journals.permissions@oup.com.

 Nucleic Acids Research Advance Access published October 15, 2012

 at M
IT Libraries on N

ovem
ber 13, 2012

http://nar.oxfordjournals.org/
D

ow
nloaded from

 



Loop extrusion + polymer model

Model
36 domains=15Mb

c ccc

30,000 monomers

1 monomer = 600bp

scales, assuming that the simulated region is contained within a
single TAD [35].

For each set of parameter values and loops, we generate an
equilibrium ensemble of conformations and compute the contact
frequency between loci (monomers) in this ensemble (Figure 2A,
Table S1 for parameter values). We display pairwise contact
frequencies using heatmaps (Figure 2B), as typical for Hi-C and
5C experiments. Our simulated heatmaps are characterized by
two features: (i) a decay of contact frequency as a function of
increasing genomic distance, and (ii) an off-diagonal interaction
between the loop bases. The first feature follows from the polymer
connectivity of the simulated chromatin fiber. The second feature
alters the typical decline in the contact frequency and is of primary
interest in this study.

For a given position of the enhancer and the promoter, we can
compute the contact frequency ratio as the contact frequency in the
model with a loop, divided by the contact frequency for an
otherwise equivalent model without a loop. Contact frequency
ratios below 1 indicate insulation, whereas ratios above 1
correspond to facilitation. Unless noted otherwise, we report
contact frequency ratios for a 30 kb loop and a 50 kb E-P genomic
distance. We note that each simulation contains information
regarding every possible position of the enhancer and the
promoter. From this, we can compute contact frequency ratios
as a function of E-P distance and location. Below we examine how
the loop length and the E-P spacing affect observed phenomena.

Chromatin loops can insulate or facilitate enhancer-
promoter interactions

We used the simulated heatmaps of pairwise contact frequency
to investigate the two important arrangements of the E-P pair and
the loop from the literature (Figure 1).

The first arrangement involves a chromatin loop formed by
elements flanking an enhancer, such that the enhancer is located
within the chromatin loop and the promoter is located outside of
the loop (Figure 2C). Since the enhancer and promoter are
equivalent in our polymer model, this scenario also describes a
promoter flanked by a pair of loop-forming elements and an
enhancer located outside of the loop. Simulations show that for
50 kb E-P spacing, formation of such a 30 kb loop leads to a
,35% reduction in E-P contacts, serving as an insulator (contact
frequency ratio of 0.64, Figure 2D). Below we refer to this
arrangement as insulation.

The second arrangement constitutes a chromatin loop located
in the genomic region between the enhancer and promoter, i.e.
both loop-forming elements are located between the enhancer and
promoter (Figure 2C). Formation of such a loop facilitates E-P
interactions by increasing their contact frequency by more than 4-
fold (contact frequency ratio of 4.15, Figure 2D).

Next we examined how E-P spacing affects the magnitude of
loop-induced insulation or facilitation. Interestingly, the two effects
behave differently; while facilitation diminishes with E-P genomic
distance, insulation appears to be independent of distance

Figure 1. Enhancer-promoter pairs in the context of other interactions. Experimental Studies, (A) Illustration of an enhancer (in yellow)
spatially interacting with a promoter (blue) along a chromatin fiber. This coloring convention continues throughout the paper. (B) A recent study in
Drosophila suggested a 7 kb chromatin loop formed between Su(Hw) insulators (orange) could decrease E-P interactions (red ‘‘X’’) [20]. (C)
Conversely, a 3 kb chromatin loop in the region between enhancer and promoter was proposed to increase E-P interactions. (D) Five arrangements
for proposed looping interactions from three studies, left to right, [21], [22], and [23]. (left) a single Drosophila gypsy element between an enhancer
and a promoter did not change their interactions (top), however an additional gypsy element upstream of the enhancer decreased E-P interactions
(bottom) [21]. (center) at the mouse H19 locus, a regulatory element with multiple larger loops (55 kb and 25 kb) was suggested to control multiple E-
P contacts; the enhancer can regulate the promoter before the loop, but cannot regulate the promoter within the loop [22]. (right) chromatin loops
may also modulate spatial interactions between silencing elements (e.g. PRE, black triangles) and their target promoters [23]. The promoter within
the loop is not silenced (top), whereas the promoter beyond the loop is silenced (bottom). Polymer Simulations, (E) Arrangement 1: polymer
conformation where an enhancer is within a chromatin loop and a promoter is beyond the loop. (F) Arrangement 2: polymer conformation where an
enhancer is before the loop and a promoter is after the loop. (G) (left) zoom-in on our polymer model of chromatin. The three large circles represent
one monomer each; each monomer consists of three nucleosomes (small circles) or 500 bp. (right) full view of a sample polymer conformation
showing a 30 kb chromatin loop (black) with highlighted loop-bases (orange) within a 1 Mb region.
doi:10.1371/journal.pcbi.1003867.g001
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Quantitative characteristics
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Loop extrusion can lead 
to enriched interactions between boundaries

    processivity = 100Kb     



Loop extrusion can lead 
to enriched interactions between boundaries

    processivity = 200Kb     



Domains are dynamic systems of extruded loops

                                          



Border-to-border loops  
                              cannot reproduce Hi-C data

domains ≠ border-to-border loops 
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Figure 6. Many Loops Demarcate Contact Domains; The Vast Majority of Loops Are Anchored at a Pair of Convergent CTCF/RAD21/SMC3
Binding Sites
(A) Histograms of corner scores for peak pixels versus random pixels with an identical distance distribution.

(B) Contact matrix for chr4:20.55 Mb–22.55 Mb in GM12878, showing examples of transitive and intransitive looping behavior.

(C) Percent of peak loci bound versus fold enrichment for 76 DNA-binding proteins.

(D) The pairs of CTCF motifs that anchor a loop are nearly all found in the convergent orientation.

(legend continued on next page)

1674 Cell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc.



CTCF is an orientation-dependent boundary element
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FIGURE 6 

 
 
 
Fig 6. CTCF as an orientation-dependent boundary element. 
a. Loop extrusion and an orientation-dependent boundary function of bound CTCF elements can 
lead to enrichment of inward-oriented CTCF sites at TAD boundaries, even over large genomic 
distances (see fig. S14). 
b. Accumulation of LEFs at BEs for simulations with processivity 120kb and separation 120kb.   
c. Distributions of CTCF, Smc3, and Rad21 ChIP-seq peak summits in the vicinity of the 4000 
strongest CTCF binding peaks with a detected CTCF motif instance in GM12878. The peak 
summits are oriented relative to the center of the nearest CTCF motif instance. All motif instances 
are oriented in the same direction, depicted by the blue arrow. 
d. Same, but for the weakest 4000 motif-associated CTCF binding sites. 
e. Asymmetry in ChIP-seq peaks of ENCODE factors around the strongest 4000 CTCF ChIP peaks 
with a detected CTCF motif instance. Each dot represents a GM12878 ChIP-seq track. The y-axis 
shows the number of peaks of a factor found within +/- 200 bp of a CTCF motif instance. The x-axis 
shows the difference between the number of factors found on the right of the center of the motif and 
on the left, i.e. asymmetry of the factor relative to a CTCF motif. CTCF in blue, Smc3 in magenta, 
Rad21 in orange, ZNF143 in dark grey, YY1 in green, other factors in light grey. 
f. Same, but for the weakest 4000 motif-associated CTCF ChIP peaks. 
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SOLVES THE SCALE PROBLEM

                                          ~3 nm ~300 nm

~3000 nm

insulates cross-domain loops, but 
does not prevent 3D contacts

h

...



G2 -> M

Mitotic chromosome compaction via active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv June (2015)

Compaction and segregation of sister chromatids via  
active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv Jan (2016)



PROBLEM	2:	how	can	chromosome	condense	while	
acquiring	elongated	morphology	and	linear	order?

PROBLEM	3:	how	can	two	sister	chroma;ds	condense	
separately,	i.e.	segregate	and	disentangle

✔ ❌

✔ ❌



Loop extrusion

c

b



Loop extrusion is sufficient for  
prophase condensation

Compaction and segregation of sister chromatids via  
active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv Jan (2016)



Loop extrusion is sufficient for  
sister segregation

Compaction and segregation of sister chromatids via  
active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv Jan (2016)



Summary
Active loop extrusion!

~100Kb!
loops

~100Kb  
loops

- Universal mechanism!
!
- Chromosomes are active media!

1. Remove boundaries!
2. More (x5-10) loop extruding factors !
   cohesin is replaced by condensins



Summary
Active loop extrusion!

~100Kb!
loops

Formation of Chromosomal Domains by Loop Extrusion!
bioRxiv Aug 14 (2015)!
Fudenberg, Imakaev et al.!
DOI: 10.1101/024620

DOI: 10.1126/science.1236083
, 948 (2013);342 Science

 et al.Natalia Naumova
Organization of the Mitotic Chromosome
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Mitotic chromosome compaction via active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv June (2015)~100Kb  

loops

- Universal mechanism!
!
- Chromosomes are active media!

Compaction and segregation of sister chromatids via  
active loop extrusion!
Goloborodko, Marko, Mirny!
bioRxiv Jan (2016)
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