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Discovering Blackwell

John Von Neumann: Hungarian-American Mathematician.

3/36



Posted December 23, 2012! Trending on HackerNews.
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Question about Payoffs

Question that led me to discover Blackwell’s Approachability Theorem.

Von Neumann’s Theorem (1928) is about scalar utility between two
players.
Blackwell asked: what can we achieve with a vector-valued payoff?
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Do Black People Ask Questions Like This?

Discovered he looked like me!

6/36



A Personal View of David Blackwell
Discovering Blackwell
Ingenuity in Spite of Odds

Rao-Blackwell: Motivation and Proof
Finding Estimators with Small MSE
Preliminaries: Sufficient Statistics
A Proof of the Statement

Privacy via Sufficient Statistic Perturbation

Conclusion

7/36



From “Neyman” by Constance Reid

• He was interviewed by statistician Jerzy Neyman, who supported
his appointment.

• The head of the mathematics department, Griffith C. Evans,
supported his appointment, at first, and convinced the university
president Robert Sproul.
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From “Neyman” by Constance Reid.
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Deciding to do a Ph.D.

1. Am I willing and ready to be in the academic system?
2. Volunteered at the Bronx Writing Academy (in New York) and

decided that I was.
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Bronx Writing Academy.
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Some of Blackwell’s Contributions

1. Inspiring many Black mathematicians/statisticians and computer
scientists.

2. Blackwell’s Approachability Theorem.
3. This Talk: Rao-Blackwell Theorem.
4. Blackwell’s Theorem for Contraction Mappings and Dynamic

Programming.
5. . . .

6. Style of research:
understanding ≫ publishing for publishing/fame sake.

12/36



1969 Book by David Blackwell
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1954 Book by David Blackwell
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Motivating Rao-Blackwell: Sufficient Statistics

Dθ is a distribution. Let X ∼ Dθ. Then T (X ) is a sufficient
statistic if the conditional distribution of X given T (X ) = T (x)
does not depend on θ.

Intuition: Cannot gain any more information from the sample to
estimate the value of the (unknown) parameter θ.

For any arbitrary distribution, the sample median is not sufficient for
the population mean. The sample mean is though.
e.g., consider the sample 1, 2, 3, 4, 100, 100, 100.
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Sufficient Statistics

We will show, via the Rao-Blackwell Theorem, that we can rely on
sufficient statistics (or in general, Rao-Blackwellization) to get
smaller MSE (Mean-Squared-Error).
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How to Know if a Statistic is Sufficient?

Fisher-Neyman Factorization characterizes a sufficient statistic.
If fθ(x) is the PDF. Then T is sufficient for θ iff there exists
nonnegative functions g and h can be found such that

fθ(x) = h(x) · gθ(T (x)).
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Using Fisher-Neyman

X1, . . . , Xn ∼ Bern(p).
Joint PDF: P(X = x) = P(X1 = x1, . . . , Xn = xn).
Assuming independence, we get

P(X = x) = px1(1 − p)1−x1px2(1 − p)1−x2 · · · pxn(1 − p)1−xn (1)
= p

∑
xi (1 − p)n−

∑
xi (2)

= pT (x)(1 − p)n−T (x). (3)
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Mean-Squared-Error (MSE)

Let θ̂ be an estimator of θ.

MSE(θ̂) = E[(θ̂ − θ)2] = (Bias(θ̂))2 + Var(θ̂).

Bias(θ̂) = E[θ̂] − θ.

Var(θ̂) = E[(θ̂ − E[θ̂])2].
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Two Estimators: Which is Better?

X1, . . . , Xn ∼ Bern(p).
Define:

1. X̄ = 1
n
∑n

i=1 Xi .
2. X15 = 1

5(X1 + 4X2).
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Expected Value: Sufficient vs. Non-Sufficient

X1, . . . , Xn ∼ Bern(p).
Define:

1. X̄ = 1
n
∑n

i=1 Xi .
2. X15 = 1

5(X1 + 4X2).

E[X̄ ] = E[X15] = p.
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Variance: Sufficient vs. Non-Sufficient

X1, . . . , Xn ∼ Bern(p).
Define:

1. X̄ = 1
n
∑n

i=1 Xi .
2. X15 = 1

5(X1 + 4X2).
Var[X̄ ] = p(1−p)

n .

Var[X15] = 17
25p(1 − p).

We see that
Var(X̄ )

Var(X15)
→ 0.

23/36



MSE: Sufficient vs. Non-Sufficient

In this case X̄ (the MLE) is a better estimator than X15. Is this
general?
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MSE for Sufficient vs. Non-Sufficient Statistics

In this case X̄ (the MLE) is a better estimator than X15. Is this
general? No.
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MLE for σ2

X1, . . . , Xn ∼ N (0, σ2).

Consider SXX = ∑n
i=1(Xi − X̄ )2.

σ̂2MLE = 1
nSXX = 1

n
∑n

i=1(Xi − X̄ )2 is biased so we can use
σ̂2U = 1

n−1SXX . Are we done?

To minimize the MSE of an estimator for σ2, we can minimize

E[(f ({Xi}n
i=1) − σ2)2]
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Let’s try to minimize the MSE

X1, . . . , Xn ∼ N (0, σ2).
Consider estimators that depend (linearly) on SXX .

MSE[λSXX ] = E[(λSXX − σ2)2] (4)
= E[(λSXX )2 + σ4 − 2σ2λSXX ] (5)
= λ2[(n − 1)2σ4 + 2(n − 1)σ4] − 2(n − 1)σ4λ + σ4.

(6)

Set λ = 1
n+1 to minimize the MSE.
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Statistic that minimizes the MSE

X1, . . . , Xn ∼ N (0, σ2).
SXX
n+1 minimizes the MSE of the variance estimator. It is:

1. Not the MLE!
2. Not unbiased!

So now what? Rao-Blackwell could help us see what is happening.
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Statement of Rao–Blackwell(–Kolmogorov) Theorem

Theorem (Rao (1945), Blackwell (1947))
Let θ̂ be an estimator of θ where E[θ̂2] < ∞. Suppose that T is
sufficient for θ, and let θ∗ = E[θ̂ | T ]. Then

E[(θ∗ − θ)2] ≤ E[(θ̂ − θ)2].

(The inequality is strict unless θ̂ is a function of T .)
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Proof of Rao–Blackwell(–Kolmogorov) Theorem

E[(θ∗ − θ)2] = E[(E[θ̂ | T ] − θ)2] (7)
= E[(E[θ̂ − θ | T ])2] (8)
≤ E[E[(θ̂ − θ)2 | T ]] (9)
= E[(θ̂ − θ)2], (10)

where we used the law of total expectation and Jensen’s inequality.
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Sufficient Statistic Perturbation (SSP)

1. Add carefully calibrated noise to sufficient statistics to satisfy
differential privacy (Dwork et al. 2006).

2. For small datasets or homogeneous datasets, it might be best to
use robust methods.

3. But eventually (with large enough sample size or high variance),
Rao-Blackwell kicks in.
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Consider simple linear regression: Y ∼ N (Xβ, σ2
e In×n), where the

design matrix is of the form X ∈ Rn×2 from n observations, where

X =


1 x1 − x̄
1 x2 − x̄

· · · · · ·
1 xn−1 − x̄
1 xn − x̄

 , β = (β1, β2), Y ∈ Rn,

and x̄ = 1
n
∑n

i=1 xi .

X T X =
(

n 0
0 ∑n

i=1(xi − x̄)2.

)
For some ρ, ∆ > 0, the private estimate of X T X is

X̃ T X = X T X + N , N ∼ N
(

0,
∆2

ρ2 I2×2

)
.

Without privacy, β̂ = (X T X )−1X T Y is an estimate of β.
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Consider simple linear regression: Y ∼ N (Xβ, σ2
e In×n).

X T X =
(

n 0
0 ∑n

i=1(xi − x̄)2.

)

For some ρ, ∆ > 0, the private estimate of X T X is

X̃ T X = X T X + N , N ∼ N
(

0,
∆2

ρ2 I2×2

)
.

1. The smaller n is, the more inaccurate X̃ T X will be.
2. The smaller the variance is, the more inaccurate X̃ T X will be.

In such cases, use robust methods.
But as n or the variance gets larger, Rao-Blackwell kicks in!
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The World Needs More Blackwells (1919 — 2010)!
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Thanks — Some References

1. Rao (1945):
Information and accuracy attainable in the estimation of statistical
parameters.

2. Blackwell (1947):
Conditional expectation and unbiased sequential estimation.

3. Alabi, McMillan, Sarathy, Smith, Vadhan (2020):
Differentially Private Simple Linear Regression.

4. Alabi, Vadhan (2022):
Hypothesis Testing for Differentially Private Linear Regression.
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