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Where Does the Understanding Come From 
When Explaining Automated Decision-making Systems?
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Generating Explanations



Model Prediction
In [7]:

Out[7]:

classification



Prediction Explanation
In [9]: exo.plot_image_explanation(blimey_image, explain_classes[0])



Prediction Explanation
In [10]: exo.plot_image_explanation(blimey_image, explain_classes[1])



Explainer Demo
In [15]:
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Presenting Explanations
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In [18]:

Out[18]:
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Mapping Explainability



Naïve View
 
 

 Does the explanation work? 
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Model and Explanation
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Phenomenon and Explanation
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Conceptualising Explainability



The Blind Men and the Elephant.

I t 's like a spear!

I t 's like a snake!

I t 's like a fan!

I t 's like a w all!

I t 's like a tree-
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Explainability is not a binary property; it is a continuous spectrum.

opaque transparent



These are diagnostic tools that only become explainers when their  
caveats, properties and outputs are well understood.



 

Transparency – insight (of arbitrary complexity) into operation of a system.

Background Knowledge – implicit or explicit exogenous information.

Reasoning – algorithmic or mental processing of information.

Explainability → explainee walking away with understanding.

𝙴𝚡𝚙𝚕𝚊𝚒𝚗𝚊𝚋𝚒𝚕𝚒𝚝𝚢 =

𝚁𝚎𝚊𝚜𝚘𝚗𝚒𝚗𝚐 (𝚃𝚛𝚊𝚗𝚜𝚙𝚊𝚛𝚎𝚗𝚌𝚢 | 𝙱𝚊𝚌𝚔𝚐𝚛𝚘𝚞𝚗𝚍 𝙺𝚗𝚘𝚠𝚕𝚎𝚍𝚐𝚎)
  

understanding
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